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Bayesi an I nference in Hazard Regressi on Mddels Under Order Restrictions on
Covari at e Dependence and Agei ng

We propose Bayesian inference in hazard regressi on nodel s where the
basel i ne hazard i s unknown, covariate effects are possibly age-varying
(non-proportional), and there is nultiplicative frailty with arbitrary
di stri bution.

Qur framework incorporates a wide variety of order restrictions on

covari ate dependence and durati on dependence (ageing). W propose
estinmati on and eval uati on of age-varying covari ate ewcects when covariate
dependence i s nonotone rather than proportional. In particular, we consider
situations where the lifetine conditional on a higher value of the

covari ate ages faster or slower than that conditional on a | ower val ue;
this kind of situation is conmon in applications. In addition, there may be
restrictions on the nature of ageing. For exanple, rel evant theory may
suggest that the baseline hazard function decreases with age.

The proposed framework enabl es eval uation of order restrictions in the
nature of both covariate and durati on dependence as well as estinmation of
hazard regression nodel s under such restrictions. The useful ness of the
proposed Bayesi an nodel and inference nethods are illustrated with an
application to corporate bankruptcies in the UK
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Kernel based net hods for nonparanetric regression under
nonot oni city and convexity constraints

The problem of estimating a function under shape restrictions such as
nmonot oni city or convexity has nuch been considered in the literature. One
possibility for estimating an increasing function is the method of

i ncreasi ng rearrangenents. To obtain an increasing estimte the method
starts with an unconstrai ned estimator for which the increasing
rearrangenent is calculated in a second step. If this nethod is applied to
t he derivative of an unconstrai ned regression estimte, a convex estinmate
for the regression function can be constructed. It is also possible to

i nclude further restrictions |ike bounds on the first derivative in the
estinmati on procedure. Wth this concept it is possible to construct

conpl etely kernel based constrai ned estinmators.

Al t hough the nethods were originally devel oped for estimating the
regression function in nonparanetric regression under nonotonicity or
convexity constraints this concept provides a general nethod for estimating
functions under those qualitative constraints and works with nearly any

ki nd of unconstrained estinmators, e.g. kernel, spline or series estimators.



Under certain assunptions on the snoothness of the unknown function it can
be shown that those constrained estinators have the sane asynptotic

behavi our as the unconstrained estimtors. That is, they are consistent or
asynptotically normal if the unconstrained estimator is consistent or
asmyptotically.

In finite sanples the constrained estinmators show a very sinilar behavi our
as the unconstrained estimators with slight advantages for the constrained
ones and yield conparable results to other constrai ned estinators, e.qg.
constrai ned maxi mum | i kel i hood or | east squares estinators.
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Multi-Scale Selection of the Stopping Criterion for MLEM Reconstructions in
PET

We present a fully data-driven selection algorithmfor the stopping
criterion for MLEM reconstructions in PET.

The method can be generalized to various other reconstruction algorithns,
and is based on a statistical analysis of the residuals between projected
nodel and dat a.

To this end we test whether the residuals are consistent with the

hypot hesi s of being solely due to Poi sson noi se.

Mor eover, our nethod includes a multiresolution approach, i.e. we test
whet her the residuals are consistent with pure Poisson noise for al

possi ble re-binning of the data into increasing bin sizes in the detector
space, and at all positions.

Technically, our nmethod is based on the alnost sure |liniting behaviour of
partial sunms of the residuals. W determ ne the rate function which
appears in the corresponding al nost sure linit theoremfor Poisson noise,
and which is different fromthe Gaussian noi se case. W close with results
froma Monte Carlo study which denonstrates the performance of the method.
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Ef fect of the choice of prior distribution on pointwise optinmality of Bayes
Factor wavel et function estinmators

We consider errors of Bayes Factor wavel et estimator under pointwi se Ir
risks, 1 6 r <1, without the assunption of Gaussian noi se or Gaussian tai
of the prior distribution. The prior inposed on wavel et coe_cients is a

m xture of an atom of probability at zero and either a power exponential or
a heavy-tailed density, under either power exponential or t error dis-
tribution. W state adaptive and nonadaptive m ni max poi ntw se rates of
convergence under rth power | oss over the Besov spaces, and show for which
choices of the prior distribution and its hyperparaneters, the Bayes Factor



wavel et estimator is asynptotically mninmax. W conpare the results for the
poi ntwi se squared risk with those for the gl obal nmean squared error
This is joint work with T.Sapati nas.
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Shape- constrai ned snoothing with asymmetric penalties

Quantile regression has becone rather popular in recent years. The idea is
sinple: mnimze an asymetrically weighted sum of absol ute val ues of
residuals in a regression nodel. Wth specialized |inear programing

al gorithnms one can conpute solutions efficiently. It is less well known
that the sanme idea can be applied in | east squares: apply different weights
to positive and negative residuals. One can avoid |inear programm ng:
iteratively re-weighted regression is enough for guaranteed convergence to
the optinmal sol ution.

Most roughness penalties have a quadratic character, so it is natural to
apply asynmetry there too. Again iterative re-weighting | eads to sinple
al gorithns (although convergence is probably not guaranteed). This all ows
us to (locally) mx and match sign-constraints, nonotone behavi our and
convexity/concavity in an el egant and sinple way.

Asymetric penalties are a natural conpanion to P-splines, the conbination
of a rich B-spline basis with discrete roughness penalties. A nunber of
exanples will be presented, |ike sign-constrai ned and nonotone snoothing in
one and two di nensi ons, uni nobdal and | og-concave snoot hi ng.
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BaSTA: consistent multiscale nultiple change-point detection for piecew se-
stati onary ARCH processes

The piecewi se-stationary ARCH tinme series nodel explains well the conmonly
observed features of logarithmc returns on financial instruments. W
present a new nultiscal e technique for change-point detection in this
framework, which relies on two ingredients: appropriate "normalisation" of
the process, and binary segnentation. W discuss the choice of a suitable
normal i sing function, denonstrate the consistency of the procedure and
illustrate its practical perfornmance.

joint work with Suhasini Subba Rao, Texas A&M
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Bayesi an wavel et regression of correlated near infrared spectra

Thi s paper applies Bayesi an wavel et shrinkage to correlated near-infrared spectra.
The aimis to renove noise fromthe entire collection of spectra sinmultaneously,
while exploiting correlation between spectra in order to preserve the subtle
informati ve features that would be subnerged if severe snoothing were applied

to spectra individually. The prior used places |ow prior variance on high frequency
wavel et coefficients, but also allows correlati on between the wavel et coefficients
of tine adjacent spectra. Consequently, recurrent high frequency feature avoid the
ef fects of over snmobothing. The resulting Bayesian shrinkage estimate is used as a
signal enhancenent algorithmfor the collection of near infrared spectra. An
automatic procedure for averagi ng out the hyperparaneters is al so proposed.

Joint work with Don Barry, Norma Coffey and John Paul Breen
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Deconvol uti on from non-standard error densities

Deconvol ution problens occur in many fields of nonparanetric statistics,
e.g. estimation of densities or regression curves under neasurenment error
and i mage deblurring. Research has mainly focused on two classes of error
densities, nanely ordinary snooth and supersnooth densities, where in both
settings the corresponding Fourier transformis assunmed to vani sh nowhere
and to decay about nonotonously. On the other hand, there are inportant
error densities which do not satisfy these conditions but their Fourier
trans-forms rather have sone zeros and show oscillatory behavi our.
Therefore, in ny talk, new estimation procedures are introduced to handl e
deconvol ution fromthose rarely-studied error densities. The underlying
m nimax theory is derived in various of settings and applications are

di scussed.
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Curve alignnment and FPCA

When dealing with multiple curves as functional data, it is a comobn
practice to apply functional PCA to sunmari se and characteri se random
variation in finite dinension. Wth proven usefulness in practice, its
statistical properties are also well established. Oten functional data
however exhibits additional time variability that distorts the assuned
comon structure. This is recognized as the problem of curve registration
and is routinely enployed and consi dered as preprocessing step prior to any
serious anal ysis. Consequently, the effect of alignments is nostly ignored



i n subsequent analyses and is not well understood. W revisit the issue by
particularly focusing on the effect of tine variability on the FPCA and try
toillustrate the phenonena froma borrowed perturbation viewpoint. This is
very much working in progress and hopefully it will give us sone insight
into further analysis.
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Bayesi an Quantile Regression for Errors in Variabl es Mdel
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I nversi on of Spectroscopic Measurenents for Extracting Particle Size
Di stribution
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