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Sem paranetric Measurenment Error Model s

Start with a response Y and predictors X, S and Z. In a general measurenment
error nodel, one of the variables is always mssing, say X Instead of
observing X, we observe a guess at X, call it W In a semparanetric
neasurenent error nodel, one of the variables, say Z, is neant to affect
the response via an unknown function, 0(Z). Thus, for exanple, the
partially linear measurenent error nodel states that the nmean of Y is ;X +
[,S + 0(Z), and instead of observing X we observe W

There has been considerable recent work recently on semniparanetric
nmeasurenent error nodels, nuch of it motivated by nutrition, radiation
epi dem ol ogy and HIV studies, but also econonmetrics. | will survey sone of
this work, starting with the partially linear nodel given above and then
generalizing to nore conpl ex nodel s.
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Approxi mati on Regions in Non-parametric Regression
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Regressi on Models for Method Conparison Data

Regressi on nethods for the anal ysis of paired measurenents produced by two
fallible assay nethods are described and their advantages and pitfalls

di scussed. The difficulties for the analysis, as in any errors-in-variables
problemlies in the lack of identifiability of the nodel and the need to

i ntroduce questionable and often naive assunptions in order to gain
identifiability. Al though not a panacea, the use of instrunental variables
and associated instrunental variable (1V) regression nethods in this area
of application has great potential to inprove the situation. Large sanples
are frequently needed and two-phase sanpling methods are introduced to

i nprove the efficiency of the IV estinmators.
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Bayesi an i sotonic density regression

In estimating and perform ng inferences on conditional response
di stributions given predictors, stochastic ordering constraints can be
i ncorporated to express prior know edge and i nprove efficiency. W propose



a nonparanetric Bayes approach for nodeling an uncountabl e coll ection of
stochastically ordered distributions indexed by a continuous predictor.
Theory is developed to allow priors to be chosen with | arge support through
a restricted dependent Dirichlet process (rDDP). Choosing nonotone splines
for functional atons within the rDDP representation, a highly efficient
MCMC al gorithmis devel oped for posterior conmputation. Methods are

devel oped for | ocal and gl obal hypothesis testing, inverse regression

probl ems involving estimation of a dose associated with a fixed increase in
ri sk, and graphical presentation of results. The approach is applied to an
epi dem ol ogi ¢ study, and applications to flexible sem paranetric nodeling
of longitudinal growh

curves are di scussed.
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On Deconvol ution with Repeated Measurenents

In many statistical inverse problens it is necessary to suppose that the
transformation that is inverted is known. Although this assunption m ght
seemunrealistic, the problemis often insoluble without it. However, if
additional data are available then it is possible to estimate consistently
the unknown error density. Data are sel dom available directly on the
transformation, but repeated, or replicated, neasurenents increasingly are
becom ng avail able. Such data consist of "“intrinsic'' values that are
neasured several tines, with errors that are enerally independent. Working
in this setting we treat the nonparanetric deconvol uti on probl ens of
density estimation with observation errors, and regression with errors in
ari ables. W show that, even if the nunber of repeated neasurenents is
quite small, it is possible for nodified kernel estimators to achieve the
sanme, optimal |evel of performance they would if the error distribution
wer e known.
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Efficient Estimation of a Sem paranetric Characteristic-Based Factor Mde
of Security Returns

hi s paper develops a new estinmation procedure for characteristic-based
factor nodels of security returns. W treat the factor nodel as a weighted
additive nonparanetric regression nodel, with the factor returns serving as
time-varying weights, and a set of univariate nonparanetric functions
relating security characteristic to the associated factor betas. W use a
time-series and cross-sectional pool ed weighted additive nonparanetric
regressi on nethodol ogy to sinultaneously estinate the factor returns and
characteristic-beta functions. By avoiding the curse of dinensionality our
net hodol ogy allows for a |larger number of factors than existing

sem paranetric nethods. W apply the technique to the three-factor Fama-



French nodel, Carhart's four-factor extension of it adding a nonmentum
factor, and a five-factor extension adding an own-volatility factor. W
find that nomentum and own-volatility factors are at |east as inportant if
not nore important than size and value in explaining equity return
conovenents. W test the nultifactor beta pricing theory agai nst the
Capital Asset Pricing nodel using a standard test, and agai nst a genera
alternative using a new nonparanetric test.

joint work with with Gregory Connor and Matthias Hagnmann
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Cure rate nmodel with m sneasured covari ates under transformation

Cure rate nodels explicitly account for the survival fraction in failure
time data. \When the covariates are nmeasured with errors, naively treating
m smeasured covariates as error-free would cause bias in the estimation of
t he nodel parameters, and thus lead to incorrect inference. Under the
proportional hazards cure nodel, we propose a corrected score approach
after inplenmenting a transformation on the m smeasured covariates toward
error normality and additivity.

The corrected score equations can be easily solved through the backfitting
procedure and the biases in the paraneter estimates are successfully

el i m nat ed.

We show the proposed estimators for the regression coefficients to be
consi stent and asynptotically normal.

We conduct sinulation studies to exam ne the finite sanple properties of
the new nethod and apply it to a real data set for illustration

joint work with GQuosheng Yin
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Alternative estimtion prescriptions via duality: the enchanted worl d of
Renyi's entropies, with applications to quasi-concave density estinmation

Once an estimation prescription can be fornulated as a convex optinization
problem then a natural protraction of this standpoint is to investigate
its conjugate dual. This can be often hel pful not only conputationally, but

may open new theoretical possibilities as well - in particular broaden the
scope of the original task, or put it in a new perspective or context.
We illustrate this thesis on a particular exanple regarding the estinmation

of shape-constrained densities (and, if tine permits, perhaps al so on
fully-nonparanetric exanples within the penalized franework). Recent
interest in the nmaxi mumlikelihood estimtion of |og-concave densities

rai sed several related questions. It can be asked whet her sone nore
permitting shape constraints of the uninodal type, as far as densities with
tails heavier than exponentially decreasing are concerned, cannot be

i ntroduced here; a natural question is al so whether relevant estinates can



be considered in higher dinensions and, nore seriously, whether they can be
conmput ed there.

The devel opnent via duality leads to an answer: the (dual) Hellinger
alternative offers conputationally viable---and bivariate too---alternative,
capabl e of accommopdating not only Normal or Exponential, but al so nenbers

of the Student t famly, via estimating densities with convex
““rootosparsity'' (in the spirit of Tukey term nol ogy).

Joint work with Koenker (University of Illinois
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Wavel et density deconvol uti on when the error distribution is unknown

We propose an inplenmentation of the WaveD nethod for wavel et density
deconvol ution. The error distribution is not specified by the nodel but
from an i ndependent sanple of observations. The tuning of our density
estimator is data-driven and adapts both to the degree of ill-posedness of
t he probl em (snoot hness of the error distribution) and to the regularity of
the target density.

Qur nethod takes full advantage of existing fast transl ation-invariant
band-linited wavel et al gorithnms. Nunerical properties of our proposal are
illustrated with a range finite sanpl e exanpl es.
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Par anet er Cascades: A paraneter dictionary with an estinmation strategy

We all know that not all paraneters are created equal, and that nui sance paraneters
cause all kinds of problens unless specialized estimation, interval estinmation and
i nfference strategies are adopted. The advent of functional paranmeters represented
by very high di nensional basis expansions conbined with regul arization strategies
has re-enphasi zed this issue, and at the sane tine has introduced a new paraneter

cl ass over and beyond nui sance and structural paranmeters, one that | cal
"complexity." W see these three classes in both multilevel nodelling and
functional data anal ysis.

A generalization of profiling conbined with a multicriterion optim zation strategy
has worked out well in our work on paraneter estimation for dynam c systens, and is
described in this paper. Sone early and tentative thinking on howto estimate
conplexity paraneters will also be offered, along with an invitation to help us out
with this inmportant issue.

R chard Samaort h
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Computing the maxi mum |i kel i hood estimator of a nultidinmensional |og-
concave density



We show that if $X 1,...,X n$ are a random sanple from a | og-concave
density $f$ in $\nmat hbb{R}*d$, then with probability one there exists a
uni que maxi num | i kel i hood estimator $\hat{f}_n$ of $f$. The use of this
estinmator is attractive because, unlike kernel density estination, the
estimator is fully automatic, with no snoothing paraneters to choose. The
exi stence proof is non-constructive, however, and in practice we require an
iterative algorithmthat converges to the estimator. By reformulating the
probl em as one of non-differentiable convex optinisation, we are able to
exhibit such an algorithm W wll also show how the nethod can be
conbined with the EMalgorithmto fit finite mxtures of |og-concave
densities. The talk will be illustrated with pictures fromthe R package
LogConcDEAD

joint work with Madel ei ne Cul e and Bobby G amacy(Canbri dge) and M chael
Stewart (University of Sydney)
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Sparse MAP estimation with an $\ell _\nu$ prior: Rescaling, Hyperparaneter
sel ection, Optim zation

To estimate a sparse seguence or a sequence wWith sparse junps, we consider
the maxi mum a posteriori estimators using an $\ell _\nu$ prior distribution
with \nu\leq 1%. Exenples of such estimators are |asso, Waveshrink, Markov
random field- and total variation-based snoothers. W discuss issues
related to the rescaling of the covariates, hyperparanmeter(s) sel ection

(i ncluding that of $\nu$) and optim zation, and illustrates with various
applications.
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Effects of Ignoring Measurenment-Error Correlations in Longitudina
Sur rogat es

There is a long history that investigators would use neasurenment error
net hodol ogi es to anal yze data froma setting where the covariates in the
primary regression are latent structural variables of a secondary

| ongi tudinal process. In this talk, | will use some nunerical outcomes and
exanples to illustrate potential concerns when one ignores the correlation
structure of the neasurement errors in the longitudinal surrogates. | will

al so report the outcones of using different
net hodol ogi es to handl e such a scenari o.
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Rel ati ons Bet ween Wavel et Shrinkage, Diffusion Filters and
Regul ari sati on Met hods

Denoising a signal is closely related to a regression problem In signa

and i mage processing, a large variety of discontinuity preserving denoising
techni ques is used, including wavel et shrinkage, nonlinear diffusion
filtering, and regul arisation nethods. The goal of this talk is to review a
nunmber of relations between these three nethods. W focus on 1-D signals.
We start with considering shift-invariant Haar wavel et shrinkage on a
single scale. This can be rewitten in such a way that it can be
interpreted as an explicit scheme for nonlinear diffusion filtering.

Di fferent one-to-one mappi ngs between shrinkage functions and their
correspondi ng diffusivities are studied.

Repl aci ng Haar wavel ets by wavel ets with a hi gher nunmber of vani shing
nonents connects these processes to higher-order differential equations.
Finally we show that using a full multiscale framework is equivalent to
solving an integrodifferential equation. This equation can be regarded as a
m ni m ser of a regularisation nmethod that involves snoothed derivatives in
t he penali ser.

Joint work with Pavel M\'azek, Stephan Didas and Gabriele Steidl
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